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Photodissociation of LiFH and NaFH van der Waals complexes:
A semiclassical trajectory study

Ahren W. Jasper, Michael D. Hack, Arindam Chakraborty, and Donald G. Truhlara)

Department of Chemistry and Supercomputer Institute, University of Minnesota, Minneapolis,
Minnesota 55455

Piotr Piecuch
Department of Chemistry, Michigan State University, East Lansing, Michigan 48824

~Received 21 June 2001; accepted 9 August 2001!

The photodissociation of Lī FH and Nā FH van der Waals complexes is studied using Tully’s
fewest-switches surface-hopping and the natural decay of mixing semiclassical trajectory methods
for coupled-state dynamics. The lifetimes of the predissociated excited-state complex~exciplex!, as
well as the branching ratio into reactive and nonreactive arrangements and the internal energy
distribution of the products are reported at several excitation energies. The semiclassical trajectory
methods agree with each other only qualitatively, and the results are strongly dependent on the
choice of electronic representation. In general, the lifetime of the LiFH exciplex is shorter and less
dependent on the excitation energy than the lifetime of the NaFH exciplex. The semiclassical
dynamics of LiFH and NaFH are interpreted in terms of the features of their coupled potential
energy surfaces. ©2001 American Institute of Physics.@DOI: 10.1063/1.1407278#
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I. INTRODUCTION

There has been recent interest in the transition-s
spectroscopy1,2 of metal-halide ‘‘harpooning’’3–8 reactions:

M¯HX→
hy

MXH* →H MX1H, ~R1!

M1HX, ~R2!

where X is a halogen, M is a metal atom, ‘‘̄’’ indicates a
weak van der Waals interaction, and ‘‘* ’’ indicates electronic
excitation. These processes provide a means of probing
transition-state of the M* 1HX reaction. The excited-stat
complex~exciplex! that is formed by vertically exciting the
system from the van der Waals well is characterized b
relatively deep well in the excited-state~e.g., ;0.5 eV for
Nā FH9,10!. The long-lived exciplex may decay by one
two pathways. In the ‘‘harpooning’’ process~R1!, the change
in the electronic state of the system weakens the HX b
and leads to the formation of an MX product. In the comp
ing process~R2!, the system relaxes to the ground electro
state by exciting the internal vibrational and rotational mod
of HX. In addition, when the excitation energy is hig
enough, the system may also decay into excited M* and HX.

Here we consider the~R1! and ~R2! processes for the
cases where M5Li or Na and X5F. Both the potential en-
ergy surfaces9–25 and dynamics18,22–37 of the ground elec-
tronic states of the LiFH and NaFH systems have b
widely studied. The coupled potential energy surfaces
coupled-state dynamics of LiFH19 and NaFH7,9,10,38 have
also been studied in a more limited sense. The NaFH
LiFH systems are similar in many respects to the coupl
state problem in the well-studied LiH2

39–42 and NaH2
39,43–50

systems, which may be interpreted to a first approximat

a!Electronic mail: truhlar@umn.edu
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by the ionic-covalent intersection model of Mageeet al.51 A
critical difference though is that LiH2 and NaH2 have conical
intersections of their adiabatic ground- and excited-state
faces, whereas LiFH and NaFH have appreciable ene
gaps at all geometries.

We have previously presented38 colinear quantum me-
chanical wave packet and semiclassical trajectory results
the NaFH system. These results show qualitative disag
ment between the semiclassical and quantum calculati
presumably due to the deep quantum nature of the electr
transitions in systems with large adiabatic energy gaps.
group has recently developed several improved methods52–54

for simulating processes involving electronic state chan
that may be more applicable to large-gap systems. Th
methods are based on the semiclassical Ehrenfest55 method
and have the desirable feature that trajectories decohere
single electronic state in the absence of electronic-state
pling. One of these new methods, namely the natural de
of mixing54 ~NDM! algorithm, is general enough to trea
photodissociation, and we will apply this method to the ph
todissociation of Lī FH and Nā FH in the present paper
For comparison we also consider the fewest-switche56

surface-hopping56–70 scheme suggested by Tully.
In this article we report fully three-dimensional sem

classical dynamics calculations in which we modeled
photodissociation of the LiFH and NaFH systems using
NDM self-consistent potential method and Tully’s fewes
switches~TFS! surface-hopping method. Both methods m
be formulated in terms of the adiabatic or the diabatic rep
sentations. It has been suggested70 that the adiabatic repre
sentation should always be preferred, although we h
found that in some cases more accurate results are obta
using the diabatic electronic states.71 In the present work, we
find that surface-hopping is more sensitive to the choice
5 © 2001 American Institute of Physics
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TABLE I. Geometries and energies of the adiabatic stationary points of LiFH and NaFH. All bond lengths are in bohr, the M-F-H angleu is in degrees, and
the energies are in eV.

LiFH features r LiF r HF r LiH uLiFH V1 V11ZPEa V2 V21ZPEa

Reactants - 1.73 - - 0.000 0.251~0.249! 1.848 2.099~2.097!
Reactant vdW well ofV1 3.56 1.75 4.48 110. 20.211 0.096~0.094! 1.204 -
Saddle pointb of V1 3.16 2.43 3.37 72.3 0.352 0.402~0.402! 2.798 -
Product vdW well ofV1 2.99 3.33 4.67 69.7 0.214 0.287~0.287! 5.441 -
Products 2.96 - - - 0.213 0.260~0.260! c -
Exciplex of V2 3.33 1.82 4.70 129. 20.143 - 1.165 1.396~1.394!

NaFH featuresd r NaF r HF r NaH uNaFH V1 V11ZPEa V2 V21ZPEa

Reactants - 1.73 - - 0.000 0.251~0.249! 2.097 2.342~2.346!
Reactant vdW well ofV1 4.68 1.74 1.11 118. 20.074 0.351~0.352! 2.031 -
Saddle pointe of V1 3.66 3.49 1.11 90.8 1.270 1.299~1.299! 5.622 -
Products 3.64 - - - 1.182 1.218~1.220! c -
Exciplex of V2 4.17 1.83 1.11 117. 0.020 - 1.600 1.911~1.909!

aThe zero point energy~ZPE! was calculated treating the normal modes as separable harmonic oscillators~Ref. 94! using thePOLYRATE v.8.5.1 software
package~Ref. 95!. Values in parentheses were obtained by using the Morse I approximation~Ref. 96! to include anharmonicity in the stretches. Zero po
energy is included in one mode for reactants and products, in the two bound modes for the saddle points, and in three modes for the three-body loa.

bImaginary frequency: 1480i cm21.
cThe product arrangement is not bound on the excited-state surfaceV2 .
dThe NaFH surface does not support a product van der Waals well.
eImaginary frequency: 1650i cm21.
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electronic representation than the NDM method. The res
of the NDM and TFS methods agree with each other o
qualitatively, and we discuss the differences in terms of
problem of frustrated hopping69,72that plagues most TFS ca
culations. The dynamics of LiFH is also compared to that
NaFH and interpreted in terms of the features of the Li
and NaFH coupled potential energy surfaces.

The calculations on NaFH employ an improved vers
of a set of coupled potential energy surfaces presen
previously,10 and the calculations on LiFH employ a new s
of coupled potential energy surfaces described briefly in S
II A. In Sec. II B we present the improved potential ener
surfaces for NaFH. In Sec. III we present the dynamics c
culations. Sections IV and V contain the results and disc
sion, and in Sec. VI we give a brief summary.

II. LiFH AND NaFH POTENTIAL ENERGY SURFACES

II. A. LiFH potential energy surfaces

We have performed high-levelab initio calculations for
the two lowest-energy adiabatic states of LiFH. The el
tronic structure calculations used in the present work ar
subset of the calculations that will be presented in more
tail in a future publication.73 For the present work, more tha
4000 calculations were performed over a dense grid
nuclear geometries using the MRDCI variant of the multir
erence configuration interaction method.74–76 Specifically,
the HF internuclear distance was varied from 1.2–7.0 bo
and the LiF internuclear distance was varied from 2.0 to
bohr. This two-dimensional grid was repeated at five L
F–H bond angles: 45, 70, 90, 110, and 179.99°. Additio
points were calculated for other Li–F–H angles including
0.01, 130, and 150°. The resulting dense grid of adiab
energies was used to develop a coupled set of analytic
tential energy surfaces for the two lowest-energy electro
states, as discussed next.
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Coupled potential energy surfaces may be expresse
either the adiabatic or the diabatic representation. We
the LiFH surfaces in the diabatic~more precisely,
quasidiabatic77–89! representation, because the coupling b
tween quasidiabatic states is scalar, whereas the coupling
tween adiabatic states is a vector quantity and hence req
more analytic functions to represent. The quasidiabatic
faces have the additional advantage that they are typic
smoother functions of geometry than the adiabatic surfa
and therefore require less complicated functional forms. T
quasidiabatic potential energy matrixU consists of the po-
tential energy surfacesU11 andU22 and their scalar coupling
U125U21. The matrixU can be diagonalized to recover th
adiabatic surfacesV1 and V2 , and we can also obtain th
nonadiabatic coupling~i.e., the nuclear–momentum couplin
that couples motion on the adiabatic surfaces! analytically
from the quasidiabatic energies and their gradients.90

The analytic matrixU was obtained by developing
physically-motivated functional forms for the individual ma
trix elements, and flexibility in the fit was achieved by intr
ducing more than 80 adjustable parameters. These pa
eters were optimized using a genetic algorithm91 such that
the RMS deviation of the adiabatic energiesV1 andV2 from
theab initio data was minimized and such thatU12 vanishes
in all asymptotic regions~i.e., in regions where one atom i
infinitely far from the other two!. Critical regions of the sur-
face~e.g., the van der Waals well! were weighted more than
less important regions~e.g., high-energy regions! to obtain
the final values of the parameters. Details of the functio
forms and parameters of the analytic LiFH fit are given in t
supporting information.92 The geometries and energies of th
stationary points of the analytic LiFH surfaces are shown
Table I. The potential energy surfaces along the minim
energy path of the ground-state reaction are plotted in Fig
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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II. B. NaFH potential energy surfaces

We have previously presented an analytic fit10 for the
two lowest-energy electronic states of NaFH~which we will
call surface set NaFH-A! based on high-levelab initio
~MRDCI! calculations. The surface set was shown to
quantitatively accurate in the interaction region and was s
cessfully used to reproduce the experimental photodeple
spectrum of the NaFH van der Waals system.7 In the current
work we use an improved version of the previous fit whi
we will call surface set NaFH-B. The new fit includes bet
representations of the experimental diatomic curves for
and NaF in the asymptotic regions and features a local
diabatic coupling that vanishes in all asymptotic regions. T
NaFH-B fit was obtained by adding a correction function
the diagonal quasidiabatic surfacesU11 andU22 and cutting
off the scalar couplingU12. Details of the functional forms
of the new fit are given in the supporting information.92 The
geometries and energies of the stationary points are show
Table I. The potential energy surfaces along the minim
energy path of the ground-state reaction for the surface
NaFH-B are shown in Fig. 2.

III. SEMICLASSICAL TRAJECTORY CALCULATIONS

We performed a series of semiclassical trajectory ca
lations simulating the photodissociation processes~R1! and
~R2! using the LiFH and NaFH-B quasidiabatic potential e
ergy matrices. The semiclassical trajectory calculations w
carried out using version 6.4 of theNAT computer code.93

Each simulation included an ensemble of 3000 trajectori
The initial conditions for a given trajectory in each e

semble were selected according to the following presc
tion: ~1! The initial position and momentum of the trajecto
were selected from a distribution corresponding to the n
rotating ground vibrational state in the electronically ad
batic ground-state van der Waals well. Specifically, the th
Jacobi coordinates of the system~the HF stretchr, the

FIG. 1. Adiabatic~thick solid lines! and quasidiabatic~thin dashed lines!
energies along the ground-state reaction coordinates for Li1HF→LiF1H at
a fixed bond angle of 72°.
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M-@HF# stretchR, and the M-@HF# bendx, where@HF# indi-
cates the center of mass of HF! at the minimum of the van
der Waals complex were assumed to be separable, and
trajectory was given the appropriate zero point energy~ob-
tained from one-dimensional Morse fits to the potential e
ergy alongr, R, andx! in each mode and a random phase.~2!
After assigning the initial geometryR0 and momentum as
described, the trajectories were immediately excited into
excited adiabatic state with an energyhy. If the difference
between the adiabatic energy gap of the electronic state
R0 and the excitation energyhy was not within some speci
fied tolerance«, the excitation was rejected, and step~1! was
repeated. The tolerance« used for all of the runs reporte
here was 0.01 eV. Calculations were performed with exc
tion energieshy equal to 1.5, 1.6, 1.7, 1.8, and 1.9 eV.

The energy of the ground vibrational state in the se
rable Jacobi approximation is 0.065 and 0.19 eV for Li¯FH
and Nā FH, respectively.~These values were obtained b
adding the zero point energies of 0.28 and 0.27 eV to w
energies of20.21 and20.074 eV, respectively.! Note that
these energies differ from those reported in Table I, beca
the values in Table I are estimated using separable nor
modes94–96~and are therefore our best estimate!, whereas our
semiclassical trajectory code requires the zero point ene
expressed in terms of separabler, R, andx motions. The total
energy of the semiclassical trajectories ranges from appr
mately 1.6 to 2.0 eV for LiFH and from approximately 1.7
2.1 eV for NaFH. The zero of energy is defined as Li or N
infinitely far from HF at its equilibrium internuclear bon
distance.

We used two different semiclassical trajectory metho
for coupled-states dynamics: Tully’s fewest-switches56 ~TFS!
method and the natural decay of mixing54 ~NDM! method.
The TFS method belongs to the general class of surfa
hopping methods where each trajectory in the ensembl
propagated under the influence of a single potential ene
surface and propagation is interrupted by instantaneous

FIG. 2. Adiabatic~thick solid lines! and quasidiabatic~thin dashed lines!
energies along the ground-state reaction coordinates for Na1HF→NaF1H
at a fixed bond angle of 91°.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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face transitions according to a fewest-switches algorithm
corresponding kinetic energy adjustment is made along
nonadiabatic coupling vector such that the total energy
conserved. For the calculations reported here, classically
bidden electronic transitions were ignored. We perform
TFS calculations in both the adiabatic~TFSa! and quasidia-
batic ~TFSd! representations.

The NDM method54 is a modification of the Ehrenfes
self-consistent potential method that incorporates deco
ence into the equations for the electronic motion and ther
produces trajectories that finish the simulation in a pure e
tronic state. When the surfaces are strongly coupled, N
trajectories evolve on an average potential energy sur
similar to the Ehrenfest potential energy surface. As the c
pling between the electronic surfaces decreases to zero
electronic density matrix gradually collapses to the diago
form that corresponds to propagation in a single electro
state. We performed calculations in both the adiaba
~NDMa! and quasidiabatic~NDMd! representations. The
NDM method has previously only been discussed in term
the diabatic representation; we discuss the NDMa metho
the Appendix.

As discussed above, the initial conditions were selec
using the adiabatic potential energy surfaces, independe
the representation used for propagation. For NDMd runs,
initial electronic state was transformed from the adiabatic
the quasidiabatic representation before propagation as
cussed previously.54 For the TFSd runs, the electronic repr
sentation transformation was performed as follows. The
cited adiabatic state may be expressed as a lin
combination of the two quasidiabatic electronic states. T
initial quasidiabatic state for a TFSd run was selected r
domly with a probability given by the square of the corr
sponding expansion coefficient. In general, the state tha
selected as the initial quasidiabatic state will not have
same potential energy as the initial adiabatic state. In orde
compensate for the change in the potential energy,
nuclear momentum was scaled such that the total energy
conserved and the direction of the nuclear momentum
unchanged.

Trajectories were propagated until the resulting produ
were dissociated by at least 15 bohr. The product branch
ratios were computed by counting the trajectories that fin
in each of the two final product arrangements. We refer to
M1FH product arrangement as the ‘‘quenching’’ process a
the MF1H arrangement as the ‘‘reactive’’ process, althou
they may be more accurately described as nonreactive
excitation and reactive deexcitation, respectively. Th
nonadiabatic probabilities are labeledPQ and PR , respec-
tively. Trajectories may also dissociate into reactants in
excited electronic state (M* 1HF) at excitation energieshy
of 1.78 eV for the LiFH system and 1.91 eV for the NaF
system.~These excitation energies correspond to 1.85
2.10 eV for the Li→Li* and Na→Na* excitations, respec
tively. Note that classical trajectories may dissociate with
the required zero point energy in HF.! Even when energeti
cally allowed, the probability of this process is small~much
less than 0.01!, and we will not consider unquenched traje
tories in the present work.
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For both quenching and reactive trajectories, we co
puted the final vibrational~^n8& and ^n9&! and rotational
(^ j 8& and ^ j 9&! moments~i.e., averages!, where the single
and double primes refer to reactive and quenching traje
ries, respectively. The moments were calculated using
energy-nonconserving histogram~ENH! method, as de-
scribed elsewhere.97 We verified that using the energy
nonconserving quadratic- and linear-smooth sampl
schemes and the energy-conserving variants of all three s
pling schemes give results that are within the statistical
certainties reported for the ENH results.

The lifetime of the exciplex was computed as follow
The delay timeTd for each trajectory in the ensemble wa
calculated from the total simulation timeT, the final relative
velocity nR(T), and the final translational Jacobi atom
diatom distanceR(T):

Td5T2nR~T!/R~T!. ~1!

The second term in Eq.~1! makes the result be independe
of the arbitrary stopping timeT. Trajectories with the delay
times greater thanTd

max or less thanTd
min were excluded, and

the remaining delay times were binned. The resulting cur
which represents the probability that the system has not
sociated from the exciplex as a function of time, was fit
the exponential

P~Td!5A exp~2Td /t!, ~2!

where t is the lifetime of the exciplex, andA is a fitting
parameter. The parametersTd

max and Td
min were chosen such

that ;20% of trajectories were excluded by each cut-off p
rameter, i.e., the middle 60% of delay times were conside
The number of bins was typically 80–100. The calculat
lifetimes were found to vary only slightly with small change
in the number of bins and the cut-off parametersTd

max and
Td

min .
Note that one could also define the delay time for

photodissociation process as

Td5T2nR~T!/@R~T!2R~0!#, ~3!

where R(0) is the initial translational Jacobi distance. W
verified that the differences in the lifetimes obtained by us
Eqs. ~1! and ~3! were smaller than the estimated statistic
uncertainties, and we report only the lifetimes calcula
with Eq. ~1!.

IV. RESULTS

Tables II and III present the lifetimes, product branchi
probabilities, and final vibrational and rotational momen
for the NaFH and LiFH systems. The observables are
ported as a function of the excitation energyhy for the both
TFS and NDM semiclassical trajectory methods in both
adiabatic and quasidiabatic electronic representations.
relative uncertainties in the reactive and quenching mome
are typically 2% and 4%, respectively, and the uncertainty
the probabilities is typically 0.01. The dominant uncertain
in the lifetimes is due to the choice of the cut-off paramet
Td

max andTd
min , and we estimate the relative uncertainty in t

lifetimes to be between 5% and 10%.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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The four semiclassical trajectory methods predict
same trends in the lifetimes, as shown in Fig. 3. Specifica
the lifetime of the LiFH exciplex is shorter and less depe
dent on energy than that of the NaFH exciplex. The lifetim
of LiFH increases as a function of the excitation energy b
factor of 1.2 to 2.5 over the range of energies studi
whereas the lifetime of NaFH decreases. The relative
crease in the lifetime of NaFH is greater for the adiaba
methods~factors of 34 and 13! than for the quasidiabatic
methods~factors of 9.8 and 2.4!. The lifetimes of the LiFH
exciplex calculated by the NDM method are relatively ind
pendent of the choice of electronic representation, whe
the TFSa method predicts lifetimes slightly greater th

TABLE II. Lifetimes, branching ratios, and final vibrational and rotation
moments for NaFH.

Method hy ~eV! t ~ps! PR ^n8& ^ j 8& PQ ^n9& ^ j 9&

NDMa 1.5 21. 0.81 2.76 10.6 0.19 1.79 6.
1.6 7.8 0.80 3.19 12.8 0.20 1.49 8.0
1.7 3.3 0.76 3.11 14.2 0.24 1.56 7.6
1.8 1.6 0.83 3.07 13.8 0.17 1.58 8.4
1.9 0.68 0.82 3.04 15.6 0.18 1.70 8.

TFSa 1.5 11. 0.96 2.74 11.9 0.04 1.63 8.
1.6 4.8 0.90 2.93 11.5 0.11 1.61 9.5
1.7 3.0 0.88 3.50 12.5 0.12 1.47 10.
1.8 1.6 0.90 3.79 13.3 0.10 1.59 11.
1.9 0.88 0.88 4.67 14.0 0.11 1.67 12.

NDMd 1.5 0.57 0.37 1.93 10.3 0.63 1.17 5.
1.6 0.40 0.33 2.39 12.9 0.67 0.91 8.
1.7 0.32 0.34 2.99 15.0 0.66 0.88 8.
1.8 0.26 0.55 3.75 14.5 0.45 0.92 9.
1.9 0.24 0.56 4.11 18.3 0.44 1.25 9.

TFSd 1.5 0.26 0.22 0.63 13.4 0.79 2.34 2.
1.6 0.19 0.51 0.80 13.7 0.49 2.04 4.
1.7 0.17 0.63 1.54 14.1 0.38 1.84 5.
1.8 0.10 0.81 3.09 14.7 0.19 1.86 5.
1.9 0.027 0.87 4.93 14.6 0.12 1.81 8.

TABLE III. Lifetimes, branching ratios, and final vibrational and rotation
moments for LiFH.

Method hy ~eV! t ~ps! PR ^n8& ^ j 8& PQ ^n9& ^ j 9&

NDMa 1.5 0.094 0.90 2.87 11.3 0.10 1.51 5.
1.6 0.13 0.89 3.25 14.5 0.11 1.31 8.6
1.7 0.13 0.87 3.89 13.0 0.13 1.61 7.3
1.8 0.14 0.89 4.10 14.6 0.11 1.55 7.9
1.9 0.11 0.94 3.65 17.4 0.06 1.37 14.

TFSa 1.5 0.15 0.98 2.56 9.0 0.02 1.76 8.
1.6 0.21 0.95 3.31 12.2 0.05 1.94 7.9
1.7 0.26 0.91 3.86 13.8 0.09 2.02 9.2
1.8 0.28 0.90 4.16 16.6 0.10 1.93 10.
1.9 0.28 0.82 4.15 18.1 0.09 1.85 12.

NDMd 1.5 0.061 0.88 3.19 13.1 0.12 0.94 7.
1.6 0.095 0.81 3.12 19.6 0.19 0.88 10.
1.7 0.13 0.69 3.17 20.3 0.31 0.98 10.
1.8 0.14 0.64 3.42 19.1 0.36 0.87 13.
1.9 0.15 0.65 3.33 19.9 0.34 0.74 17.

TFSd 1.5 0.015 0.93 4.58 7.8 0.07 1.32 6.
1.6 0.026 0.90 4.80 8.4 0.10 1.45 6.9
1.7 0.029 0.89 5.10 7.7 0.11 1.32 7.8
1.8 0.030 0.89 6.14 6.5 0.11 1.36 7.8
1.9 0.036 0.89 6.26 6.7 0.10 1.51 8.8
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those of the NDM methods, and the TFSd method pred
shorter lifetimes by a factor of 2 to 4. The agreement b
tween the adiabatic and diabatic methods is worse for
NaFH system, where the results vary, on average, by a fa
of 16 for the NDM methods and 21 for the TFS methods.
all cases except one, the diabatic methods predict sho
lifetimes, and the agreement between the two electronic
resentations usually improves as the excitation energy
creases.

Although the magnitudes vary significantly among t
methods, the reactive quenching process is usually prefe
and the probability of reactionPR is usually greater for the
LiFH system than for the NaFH system. For the adiaba
methods,PR is generally constant as a function of energy f
both the NaFH and LiFH systems. There is a greater va
tion of PR with energy in the diabatic results, especially f
the NaFH system. The magnitude ofPR is usually in the
range of 0.70 to 0.90 except for the diabatic results for
NaFH system, wherePR is as low as 0.22 for TFSd and doe
not exceed 0.56 for NDMd.

The final vibrational and rotational moments show
clear trend as a function of energy, and the magnitudes v
significantly between the semiclassical trajectory metho
The NDMa and TFSa methods qualitatively agree with ea
other, whereas the NDMd and TFSd methods exhibit a lar
discrepancy.

V. DISCUSSION

The excitation energy of Li~1.85 eV! is lower than that
of Na ~2.10 eV! by 0.25 eV. This, combined with the fact tha
the product LiF1H valley is lower in energy than the
NaF1H product valley, results in an adiabatic energy g
that is typically smaller in the LiFH system. In Fig. 4, w
show contour plots of the adiabatic energy gap (V22V1) for
the colinear LiFH and NaFH systems. Also shown is t

FIG. 3. Lifetimet of the LiFH exciplex~dashed lines! and NaFH exciplex
~solid line! as a function of excitation energyhy. Solid squares represent th
TFSa method, open squares represent the TFSd method, solid triangle
resent the NDMa method, and open triangles represent the NDMd met
Note that the ordinate scale is logarithmic.
IP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



io
lin
e

die
es
e

um
h
th
ga
e
e

in
or
re

er
e

n-

te
a-
Co

s
T
re

one
ec-
FS

erve
the
od is

of

tra-
ain
g

lec-
es

the
is

hen
lec-
on,
nal
en-
em

we
ess
also
M
of

c-
e
is

rac-
ion
m

s of
re
lex.
ns
he
the
on
. In
h
m
nd

cal-

al-
he
for
atic
ods
with
life-
ita-

t t
r
e

cip
ng

un

7950 J. Chem. Phys., Vol. 115, No. 17, 1 November 2001 Jasper et al.
exciplex well, the line of avoided crossings, and the locat
of the saddle point on the ground electronic surface at co
ear geometries. For LiFH, the smallest energetically acc
sible adiabatic energy gap for the excitation energies stu
here is approximately 0.8 eV, and the line of the small
energy gap passes near the minimum of the exciplex w
Electronic transitions are promoted near the line of minim
energy gaps, and we therefore observe LiFH lifetimes t
are short and relatively independent of the total energy of
system. The energetically accessible minimum energy
for NaFH, on the other hand, varies from about 0.9 to 1.2
as a function of the excitation energy, and the line of avoid
crossing is farther from the minimum of the exciplex well
the NaFH system than in the LiFH system. We theref
observe NaFH complexes with long lifetimes that a
strongly dependent on the excitation energy.

We have previously introduced and discussed sev
criteria for estimating the most accurate electronic repres
tation for surface-hopping.71 We concluded that the represe
tation that minimizes the number of attempted hops~and is
therefore the representation in which the states of the sys
are the least coupled! is the preferred electronic represent
tion for surface-hopping, and we call this the Calaveras
~CC! representation. For both the LiFH and NaFH system
the CC representation is the adiabatic representation.
rationale for preferring the CC representation is closely

FIG. 4. Adiabatic energy gap for~a! the LiFH system and~b! the NaFH
system. The bond angle is fixed at 180°. The solid contours represen
adiabatic energy gap (V22V1), where the minimum contour is 0.6 eV fo
LiFH and 0.8 eV for NaFH, and the contour spacing is 0.2 eV. The 1.0
contours are labeled in both cases. The dashed contours show the ex
wells, where the highest energy contour is 2.1 eV and the contour spaci
0.1 eV. The line of avoided crossings ofV1 and V2 ~whereU11 and U22

cross! is shown as a thick solid line, and the saddle point on the gro
electronic surface is indicated by the square.
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lated to the problem of frustrated hops.71 For the LiFH and
NaFH systems, frustrated hopping occurs in nearly every
of the TFSd trajectories, whereas only 60% of TFSa traj
tories experience a frustrated hop. The breakdown of the T
algorithm leads to a decrease in the lifetimes, and we obs
that the TFSd method predicts smaller lifetimes than
TFSa method. We can also assume that the TFSa meth
predicting lifetimes that are too short due to the presence
frustrated hops in the adiabatic calculations.

Frustrated hops destroy the self-consistency of the
jectories and the electronic density matrix, but these rem
fully self-consistent in the NDM method. It is encouragin
that the NDM results are less sensitive to the choice of e
tronic representation than are the TFS results. The lifetim
predicted by the NDM method are largely independent of
electronic representation for the LiFH system, but there
some dependence for the NaFH system. We note that w
the decoherence time is infinitely large, the nuclear and e
tronic motion is independent of electronic representati
and that the NDM decoherence time is inversely proportio
to the adiabatic energy gap for NDMa and the diabatic
ergy gap for NDMd. As discussed above, the LiFH syst
has a smaller energy gap than the NaFH system, and
therefore expect the results for the LiFH system to be l
dependent on the choice of electronic representation. We
note that the definition of the decoherence time in the ND
method is somewhat arbitrary. More sophisticated forms
the decoherence time could be introduced~perhaps the sim-
plest of which would be to introduce a multiplicative prefa
tor that is greater than one! such that the dependence of th
NDM results on the choice of electronic representation
reduced for large-gap systems.

Physically, the line of avoided crossings~where U11

5U22! corresponds to a change in the valence-bond cha
ter of the adiabatic state and is in the center of the reg
where electronic transitions are most likely to occur. Fro
Fig. 4 we see that in the energetically accessible region
the excited electronic state, the LiFH exciplex is mo
readily able to access the seam than is the NaFH excip
We also note that in the LiFH system, electronic transitio
are likely to occur closer to the saddle point than for t
NaFH system. In fact, the well on the upper surface of
LiFH system stretches to the region of the saddle point
the ground-state surface. This is not the case for NaFH
addition, the height of the reaction barrier for LiFH is muc
smaller than for NaFH. Therefore, we expect LiF to for
more readily than NaF for a given total energy, and this tre
is observed in the results of the semiclassical trajectory
culations.

VI. SUMMARY

We have performed a set of semiclassical trajectory c
culations for the photodissociation of LiFH and NaFH. T
calculations were performed with two different methods
nonadiabatic dynamics and in both the adiabatic and diab
representations. Although the results using various meth
and representations are not in quantitative agreement
each other, several clear trends emerge. Specifically, the
time of the NaFH complex decreases with increasing exc

he
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lex
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tion energy and is strongly dependent on the excitation
ergy. The lifetime of the LiFH complex, on the other hand,
shorter than the lifetime of the NaFH complex and is le
dependent on the excitation energy. The LiFH system is a
found to be more reactive than the NaFH system at sim
excitation energies. We have explained these results by
sidering the features of the coupled potential energy surfa
of the LiFH and NaFH systems.

Experiments on these systems are underway in the la
ratory of Professor John Polanyi, and our calculations
stimulated by the hope that calculations such as those
ported here can eventually be compared to experiment.

ACKNOWLEDGMENTS

This work was supported in part by the National Scien
Foundation under Grant No. CHE00-92019 and by
Michigan State University Intramural Research Grant P
gram. The authors are grateful to Rudolf Burcl, Xiao Y
Chang, Andrew Hudson, Gil Katz, Ronnie Kosloff, Han-B
Oh, John Polanyi, Vladimir Sˇpirko, and Yehuda Zeiri for
many helpful interactions.

APPENDIX: NATURAL DECAY OF MIXING IN THE
ADIABATIC REPRESENTATION

The NDM method was initially presented54 in the diaba-
tic representation, and here we present the details of
NDMa method. We will consider a two-state system whe
the electronic wave function is given by

C5c1f11c2f2 , ~A1!

fk are the adiabatic electronic basis functions, andck are the
complex expansion coefficients,

ck5
1

&
~xk1 ipk!. ~A2!

The NDMa expressions for the rate of change of the real
imaginary parts ofck are

ẋk5 ẋk
E1 ẋk

D , ~A3!

ṗk5 ṗk
E1 ṗk

D , ~A4!

where the superscript ‘‘E’’ denotes the usual Ehrenfes55

electronic dynamics. The additional decoherence terms
given by

ẋk
D5~12dkK!S 2

1

2

xk

tkK
D1dkK

1

2

xk

ucku2
(

k8Þk

uck8u
2

tkk8
,

~A5!

ṗk
D5~12dkK!S 2

1

2

pk

tkK
D1dkK

1

2

pk

ucku2 (
k8Þk

uck8u
2

tkk8
,

~A6!

whereK is the state towards which the system is decoher

t ik5
\

uVi2Vku
E

Tvib
, ~A7!

E is the total energy of the system,Vk is the adiabatic energy
of statek, and Tvib is the vibrational energy, as describe
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elsewhere.54 The decoherent stateK is selected using the
fewest-switches criterion and the adiabatic electronic sta
See Ref. 54 for details.

We note that the Ehrenfest expressions that appea
Eqs. ~A3! and ~A4! can in principle be integrated in eithe
representation for the NDMa method, but the expressions
much easier to integrate in the diabatic representation. In
implementation of the NDMa method, the decoherence te
are calculated from Eqs.~A5! and ~A6! and transformed to
the diabatic representation before being added to the diab
Ehrenfest terms for propagation.
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18A. Laganà, O. Gervasi, and E. Garcı´a, Chem. Phys. Lett.143, 174~1988!.
19M. Paniagua and A. Aguado, Chem. Phys.134, 287 ~1989!; A. Aguado

and M. Paniagua, J. Chem. Phys.96, 1265~1992!; C. Suárez, A. Aguado,
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